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#### Abstract

Graham's scan is an algorithm for computing the convex hull of a finite set of points in the 2D plane with time complexity O(nlogn). In the algorithm, points in 2D plane are sorted angle-wise and then selected as convex hull points by checking whether the points constitute right-turn or left-turn. A preprocessing technique on Graham's Scan algorithm has developed in this paper. First, the number of points was eliminated those are not exist on the hull. To do this, a quadrilateral was created using four optimal points and then create four triangles using another four optimal points. Thus the complexity of the algorithm $\mathrm{O}(\mathrm{nlogn})$ is expected to work much faster on smaller number of points.


Index Terms- - Convex Hull, Point elimination, Graham's scan algorithm, Point in 2D plane.

## 1 Introduction

AN object is convex in Euclidean space, if for every pair of points within the object, every point on the straight line segment that joins the pair of points is also within the object. Let $S$ be a vector space over the real numbers, or, more generally, some ordered field. This includes Euclidean spaces. A set $C$ in $S$ is said to be convex if every point on the line segment connecting x and y is in C .
A convex polygon is a simple polygon whose interior is a convex set. The properties of a simple polygon are all equivalent to convexity, and can be stated as (i) Every internal angle is less than or equal to 180 degrees, and (ii) Every line segment between two vertices remains inside or on the boundary of the polygon.
A simple polygon is strictly convex if every internal angle is strictly less than 180 degrees. Equivalently, a polygon is strictly convex if every line segment between two non-adjacent vertices of the polygon is strictly interior to the polygon except at its endpoints.
In mathematics, the convex hull or convex envelope of a set $X$ of points in the Euclidean plane or Euclidean space is the smallest convex set that contains X . For instance, when X is a bounded subset of the plane, the convex hull may be visualized as the shape formed by a rubber band stretched around X.

Formally, the convex hull may be defined as the intersection of all convex sets containing $X$ or as the set of all convex combinations of points in X. With the later definition, convex hulls may be extended from Euclidean spaces to arbitrary real vector spaces; they may also be generalized further, to oriented matroids.

## 2 Literature Servey

Per-Olof Fjällström, Jyrki Katajainen, Christos Levcopoulos, Ola Petersson [27] presented a parallel algorithm for finding the convex hull of a sorted set of points in the plane.Their algorithm runs in $\mathrm{O}(\operatorname{logn} / \log$ logn) time using $\mathrm{O}(\mathrm{nlog}$ logn/logn) processors in the Common crew pram computational model, which is shown to be time and cost optimal. The algorithm is based on $n 1 / 3$ divide-and-conquer and uses a simple pointer-based data structure.

Kasun Ranga Wijeweera [28] proposed a new efficient algorithm to construct the convex hull of a set of points in the plane. The proposed algorithm is able to find the points on the convex hull in boundary traversal order. When the convex hull has collinear points, the algorithm can detect all the collinear points on the hull without skipping the intermediate points. Furthermore it can deal with the data sets were coincident points appear. Two main methods have been used to make the algorithm efficient. First one is achieving parallelism which is done by partitioning the data set. Second one is data reduction which is done by removing unnecessary points at each step of processing.

Mart M.McQUEEN and Godfried T. TOUSSIANT proposed e modification of Kirkpatrick and Seidel's algorithm. Kirkpatrick and Seidel's algorithm is capable of computing convex hull of $n$ points in O (nlogh) worst case time, where $h$ denotes the number of points on the convex hull of the set. But M.McQUEEN and Godfried T. TOUSSIANT's [03] algorithm is believed to run in $\mathrm{O}(\mathrm{n})$ expected time for many reasonable distributions of points.

Herv'e Br"onnimann, John Iacono, Jyrki Katajainen, Pat Morin, Jason Morrison, Godfried Toussaint proposed a space-efficient algorithm in which the output is given in the same location as the input and only a small amount of additional memory is used by the algorithm. They described four space-efficient algorithms for computing the convex hull of a planar point set.

Gang Mei, John C.Tipper and Nengxiong Xu [29] represent an alternate choice to compute the convex hull for planar point sets. At first they discard the interior points and then sort the remaining vertices by $x$ and $y$ coordinates separately. Then create a group of quadrilaterals recursively according to the sequence of sorted lists of points. Finally, the desired convex hull is built based on a simple polygon derived from all quadrilaterals.

## 1. C. Bradford Barber, David P. Dobkin, Hannu Huhdanpaa's method:

This algorithm is a practical convex hull algorithm that combines the two-dimensional Quickhull Algorithm with the gen-eral-dimension Beneath-Beyond Algorithm. It is similar to the randomized, incremental algorithms for convex hull and Delaunay triangulation. They provide empirical evidence that the algorithm runs faster when the input contains non extreme points and that it uses less memory. Computational geometry algorithms have traditionally assumed that input sets are well behaved. When an algorithm is implemented with floatingpoint arithmetic, this assumption can lead to serious errors. They briefly describe a solution to this problem when computing the convex hull in two, three, or four dimensions. The output is a set of "thick" facets that contain all possible exact convex hulls of the input. A variation is effective in five or more dimensions.

## 2. Per-Olof Fjällström, Jyrki Katajainen, Christos Levcopoulos, Ola

 Petersson's method:They presented a parallel algorithm for finding the convex hull of a sorted set of points in the plane.Their algorithm runs in $\mathrm{O}(\log n / \log \operatorname{logn})$ time using $\mathrm{O}(\mathrm{n} \log \operatorname{logn} / \log n)$ processors in theCommon crew pram computational model, which is shown to be time and cost optimal. The algorithm is based on n $1 / 3$ divide-and-conquer and uses a simple pointer-based data structure.

## 3. Kasun Ranga Wijeweera's method:

Kasun Ranga Wijeweera proposed a new efficient algorithm to construct the convex hull of a set of points in the plane. The proposed algorithm is able to find the points on the convex hull in boundary traversal order. When the convex hull has collinear points, the algorithm can detect all the collinear points on the hull without skipping the intermediate points. Furthermore it can deal with the data sets where coincident points appear. Two main methods have been used to make the algorithm efficient. First one is achieving parallelism which is done by partitioning the data set. Second one is data reduction which is done by removing unnecessary points at each step of processing.
4. Mart M.McQUEEN and Godfried T. TOUSSIANT's method: Mart M.McQUEEN and Godfried T. TOUSSIANT proposed a modification of Kirkpatrick and Seidel's algorithm. Kirkpatrick and Seidel's algorithm is capable of computing convex hull of $n$ points in $O$ (nlogh) worst case time, where $h$ denotes the number of points on the convex hull of the set.But M.McQUEEN and Godfried T. TOUSSIANT's algorithm is believed to run in $\mathrm{O}(\mathrm{n})$ expected time for many reasonable distributions of points.

## 5. Herv'e Br"onnimann, John Iacono, Jyrki Katajainen, Pat Morin, Jason Morrison, Godfried Toussaint's method:

Herv́e Br"onnimann, John Iacono, Jyrki Katajainen, Pat Morin, Jason Morrison, Godfried Toussaint proposed a space-efficient algorithm in which the output is given in the same location as the input and only a small amount of additional memory is used by the algorithm. They described four space-efficient algorithms for computing the convex hull of a planarpoint set.
6. Gang Mei, John C.Tipper and Nengxiong Xu's method:

Gang Mei, John C.Tipper and Nengxiong Xu represent an alternate choice to compute the convex hull for planar point sets. At first they discard the interior points and then sort the remaining vertices by $x$ and $y$ coordinates separately. Then create a group of quadrilaterals recursively according to the sequence of sorted lists of points. Finally, the desired convex hull is built based on a simple polygon derived from all quadrilaterals.

## 3 Proposed Method

To determine the convex hull of a given problem set, at first to minimize the points from which the convex hull is found. A huge number of points have removed and then the process will be faster. A large number of points was removed from the given problem set, which are not definitely hull points. The idea is to find 4 optimal points by forming a quadrilateral, eliminate the points that lie inside quadrilateral. After that find another 4 optimal points by triangulation and do the same.

### 3.1 Making a Quadrilateral

At first step find four boundary points, such as:

1. Vertically lowest (bottom-most) point
2. Vertically highest (top-most) point
3. Leftmost point
4. Rightmost point

Then using these four points draw a quadrilateral. To become a convex hull, the nodes inside the quadrilateral boundary can't be hull boundary points. So now avoid these points and remove from the data set to make the algorithm faster.


Fig. 1. Forming a quadrilateral.

To eliminate points in quadrilateral first add the point to the corner of a quadrilateral. In the next step, the areas of triangle are calculated. If the total summation of areas are not equal to the quadrilateral area then the point does not belong to the quadrilateral. Such a quadrilateral is shown in the figure 13. For the calculation, the following formulas are used:
Step 1: Circumference of the triangle calculation, $\mathrm{S}=\mathrm{a}+\mathrm{b}+\mathrm{c}$; where $\mathrm{a}, \mathrm{b}, \mathrm{c}$ the sides of triangle.
Step 2: Area of the triangle $=\operatorname{sqrt}(S(S-a)(S-b)(S-c))$.

There will be 4 triangles, Assume that triangle areas are area1, area2, area3, area 4 and area of a quadrilateral is R.
Step 3: Determination of position of the point: If the area of quadrilateral R is not equal to the sum of area1, area2, area3 and area4, then the point is not inside the quadrilateral.

### 3.2 Triangulation

Triangulation is another optimization method that can be applied after the previous methods were used. From the previous quadrilateral finding process, found four edges were found, within which the desired point could be found. Connecting these edges, four triangles can be drawn. Let us consider the top-most and right-most points are two end points in the quadrilateral. There is a point that is laying at the furthest part from this line. This point is in the top-right side of the connecting line of two existing points is the third end point, which can be connected to form a triangle, as shown in the figure 3 .


Fig. 2. Eliminating Points.
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